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Human scalp electroencephalographic rhythms, indicative of cor-
tical population synchrony, have long been posited to reflect
cognitive processing. Although numerous studies employing si-
multaneous thalamic and cortical electrode recording in nonhuman
animals have explored the role of the thalamus in the modulation
of cortical rhythms, direct evidence for thalamocortical modulation
in human has not, to our knowledge, been obtained. We simulta-
neously recorded from thalamic and scalp electrodes in one human
during performance of a cognitive task and found a spatially
widespread, phase-locked, low-frequency rhythm (7–8 Hz) power
decrease at thalamus and scalp during semantic memory recall.
This low-frequency rhythm power decrease was followed by a
spatially specific, phase-locked, fast-rhythm (21–34 Hz) power
increase at thalamus and occipital scalp. Such a pattern of thalamo-
cortical activity reflects a plausible neural mechanism underlying
semantic memory recall that may underlie other cognitive pro-
cesses as well.

E lectroencephalographic (EEG) fast rhythm (20–60 Hz)
power increases have been shown to occur during numerous

cognitive tasks, including learning, reading, face perception,
posture recognition, and chess playing (1–5). Cortical electrode
recording in cat (6–9) and nonhuman primate (10) during visual
perception indicates that phase-locked, fast rhythm power can
reflect synchronous activity between distinct neuronal popula-
tions that may ‘‘bind’’ features into unitary objects. Simultaneous
thalamic and cortical electrode recording in cat and thalamic
computational modeling indicate that low-frequency (7–14 Hz)
and fast cortical rhythms (11) are influenced by spatially wide-
spread (12, 13) and spatially specific (14–16) thalamocortical
connections, respectively. Similar to findings in cat, there is
convincing evidence that human thalamus interacts with fast
cortical rhythms (17, 18).

Although fast rhythms have been postulated to reflect other
cognitive functions, the role of such rhythms in semantic recall
has not been explored. Recent functional MRI (fMRI) results
(19, 20) suggest that the human thalamus is involved during
semantic memory recall. We hypothesized that fMRI thalamic
activation during semantic recall could reflect a thalamocortical
interaction associated with this memory component. To inves-
tigate this possibility, we simultaneously recorded from thalamic
and scalp electrodes and conducted epoch-based frequency
analysis. To our knowledge, this is the first time in human when
such a procedure has been conducted during a cognitive process,
revealing a phase-locked, thalamocortical fast rhythm during
semantic memory recall.

Methods
A 44-year-old, right-handed male with a history of intractable
seizures had bilateral thalamic electrodes surgically implanted as
part of a research protocol to electrically disrupt seizure prop-
agation. Localization of seizure foci in cortex argued in favor of
his having normal thalamic function. Each thalamic electrode
was tentatively localized to the nucleus medialis (Fig. 1A; ref.
21), which has been implicated in explicit, long-term memory
retrieval (22, 23). The anatomic MRI, acquired with depth

electrodes in place, posed no danger to the patient (24). Before
electrical stimulation, event-related thalamic local field poten-
tials (LFPs) and scalp EEG (Fig. 1B) were recorded.

The patient was visually presented with 32 word pairs; each
pair was presented for 3 s with an intertrial interval of 6 s (the
patient was asymptomatic during all testing). For each word pair,
the patient was instructed to press the response button if the
words combined to activate an object, where half of the word
pairs did combine (e.g., the words ‘‘desert’’ and ‘‘hump’’ combine
to activate ‘‘camel’’; a trial culminating in the cognitive process
of semantic memory recall), and otherwise was instructed to
refrain from responding (e.g., the words ‘‘bullets’’ and ‘‘milk’’ do
not activate a third object and thus do not engage this process—
nonrecall trials).

LFPs (12, 14–16, 25–30) recorded at thalamic electrodes were
amplified 50,000 times. Scalp electrodes were placed according to
the international 10–20 convention (31), and voltages were ampli-
fied 100,000 times. All electrodes were referenced to scalp electrode
Cz (32), bandpass-filtered between 0.1 and 1,000 Hz with a notch
filter at 60 Hz, and sampled every 1 ms. Epoch-based Fourier
analysis (25) was conducted by using custom software written in
MATLAB (Mathworks, Natick, MA). For each electrode on a
trial-by-trial basis, the power spectra and phase within an epoch
were obtained by using the fast-Fourier transform and then aver-
aging trials of a given type (i.e., recall and nonrecall). To avoid type
I error, and because our aim was to investigate thalamocortical
modulation, planned comparisons at scalp electrodes were re-
stricted to frequencies in which there was a significant increase or
decrease in difference power spectra in at least one thalamic
electrode (P � 0.05, two-tailed t test). In the phase analysis, left and
right thalamic responses were very similar within the selected
epochs�frequencies (P � 0.6, two-tailed t test); therefore, the left
thalamic response phase was chosen arbitrarily for comparison with
the phase of each scalp electrode response.

Results
During semantic recall, thalamic power spectra showed little
change in amplitude during the 0- to 1-s epoch after stimulus
onset (Fig. 2A). In contrast, in the 1- to 2-s response epoch (Fig.
2B), there was a significant drop in low-frequency rhythm power
(i.e., 7–8 Hz) at both thalamic electrodes (P � 0.01) and an
accompanying, significant, low-frequency rhythm power decre-
ment at all scalp electrodes except P6 (P � 0.05). In the 2- to 3-s
epoch (Fig. 2C), there was a significant increase in thalamic fast
rhythm power (i.e., 21–34 Hz, P � 0.01), with a concomitant
increase at posterior scalp electrode O2 (P � 0.05). No other
significant thalamocortical power modulations were observed
(all frequencies below 200 Hz were tested).
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If thalamic and cortical rhythms interact, phase locking of
thalamic and scalp responses in epochs with significant changes
in power amplitude should occur, as has been shown in cat (12,
14–16, 30–33). Two such epochs�frequencies were selected for
phase analysis, based on the results described above: 8 Hz within
the 1- to 2-s epoch and 24 Hz within the 2- to 3-s epoch. The
phase of scalp responses in the selected epochs�frequencies were
similar to the phase of thalamic responses, as assessed statisti-
cally (i.e., seven of eight scalp electrodes with P � 0.2, two-tailed
t test). To obtain complementary evidence for fast rhythm phase
locking, a cross-correlogram (7–9, 11, 15, 16) of LFP responses
at TL and O2 within the 2- to 3-s epoch was computed, restricted
in bandwidth to significant increases in thalamic fast rhythm

power (i.e., 21–34 Hz). Fig. 3 illustrates that the maximum LFP
occurred at approximately zero time lag, indicating thalamic and
scalp fast rhythms were indeed phase-locked.

Average reaction time for recall trials was 1.57 s. This 1- to 2-s
average reaction time range ruled out the possibility that the fast
rhythm power increase in the 2- to 3-s epoch during semantic
recall was a result of motor response.

Discussion
During semantic recall, a spatially widespread decrease in low-
frequency rhythm power was detected. Moreover, as hypothe-
sized, this decrease was followed by an increase in spatially
specific fast rhythm power at thalamus and occipital scalp. The

Fig. 1. Electrode positions used to record thalamic and scalp responses. (A) Anatomic MRI illustrating depth electrodes implanted in left and right thalamus,
labeled TL and TR. (B) Scalp electrodes F5, T3, P5, O1, F6, T4, P6, and O2.

Fig. 2. Difference power spectra of thalamic and scalp electrode activity. For each electrode within response epochs shown in A (0–1 s), B (1–2 s), and C (2–3
s), the average power spectra of nonrecall trials were subtracted from recall trials. Such a difference is indicative of neuronal frequency components unique to
semantic recall. Thalamic and scalp responses �19 Hz were scaled by a factor of 20 and 3, respectively. Green grids indicate zero power difference, and red arrows
indicate frequency bands of interest.
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decrease in low-frequency rhythm power has previously been
shown to occur in human by using scalp EEG during various
cognitive tasks (33–37). Human EEG measured directly from
the cortical surface with surgically implanted subdural electrode
arrays has shown similar modulations of cortical rhythms during
movement (38, 39) (i.e., a spatially widespread decrease in
low-frequency rhythm power with more focal increase in fast
rhythm power). Recently published recordings from monkey
cerebral cortex during a spatial attention task has also shown a
decrease in low-frequency rhythm power and increase in fast
rhythm power (30). Such modulations are similar to the low-
frequency rhythm power decrease measured with simultaneous
thalamic depth and scalp electrodes in cat (12).

The low-frequency rhythms in cat appear to be controlled by
means of spatially widespread, inhibitory (i.e., GABAergic; refs.
40 and 41) projections from the thalamic reticular nucleus (RE)
to thalamocortical (TC) cells in other thalamic nuclei and
mediate cyclic activity by rebound excitation (12, 27, 28, 41, 42).
Spatially widespread connections from cortex to RE also have
proven necessary for low-frequency synchronization (26, 29, 41).
In contrast, high-frequency thalamocortical rhythms in cat have
been proposed mediated by spatially specific, monosynaptic
excitatory (e.g., glutamatergic) cortico–thalamo–cortical path-
ways that do not necessarily engage RE (15). Our findings in
human during semantic memory recall are suggestive of this
described neural circuitry in cat.

Both fast rhythm power increases in cat (6–9) and posterior
scalp potential increases in human (43, 44) have been localized
to occipital cortex during visual perception. Thus, the fast
rhythm increase at electrode O2 during semantic recall may
reflect object visualization (as indicated by fMRI activation in
visual areas with similar procedures; ref. 19). The relative
difficulty of recall trials may have led to recruitment of posterior
visual areas, resulting in activation of electrode O2, as has been
argued to occur during difficult perceptual learning tasks (45).
An alternative but complementary hypothesis is that the increase
in O2 fast rhythm power during recall was a result of task-specific
reliance upon a visual representation system, as opposed to a
language representation system alone (46).

Fig. 4 illustrates a plausible thalamocortical model, based on the
present data and numerous animal studies, that may underlie
semantic recall. Before recall trial onset, spatially widespread,
low-frequency synchronization is elicited by interactions between
cortex, RE, and TC cells. Excitatory afferents from cortex to RE

maintain global, low-frequency synchronization (26, 29, 41). Affer-
ents from RE cyclically inhibit TC cells, which, in turn, rebound in
volleys of excitation (12, 27, 28, 41, 42). During each volley, TC
afferents make excitatory synapses with both cortical cells (41) and
cortical interneurons (47–49), the latter of which result in local
cortical inhibition (50) likely by means of fast-spiking (FS)
GABAergic cells (51). In this model, low-frequency synchroniza-
tion may functionally represent a tonic state of cortical inhibition.
Indeed, an increase in EEG low-frequency rhythm power has been
postulated to represent inhibition of cortical processing (52) during
semantic memory (34). Conversely, the low-frequency rhythm
power decrease during the semantic memory task in the present
study may represent global cortical disinhibition (which also implies
a global cortical inhibition associated with low-frequency power
during the preceding epoch). The spatially specific fast rhythm
burst, subserved by monosynaptic excitatory cortico–thalamo–
cortical connections via the body of the thalamus (15), may mediate
feature binding during recall.

In the present study, the spatially widespread, thalamocortical,
low-frequency rhythm power decrement occurred earlier than
the more focal, thalamocortical, fast rhythm power increase. The
increase in fast rhythm power appears to be associated, in this
instance, with aspects of recall in semantic memory and, as such,
reflects a plausible mechanism underlying this process. More-
over, the same overall pattern of cortical rhythmic activity (i.e.,
a decrease in low-frequency rhythm power and increase in fast
rhythm power) has been reported during selective attention (30)
and voluntary movement (38, 39) in nonhuman primate and
human. Such similarities across species and disparate tasks may
reflect a common thalamocortical mechanism subserving cer-
tain cognitive functions.
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Fig. 3. Cross-correlogram computed with LFP responses at electrodes TL and
O2 within the 2- to 3-s epoch, restricted to frequencies with a significant
increase in thalamic fast rhythm power. The dotted line indicates the expected
peak location of phase-locked responses.

Fig. 4. Thalamocortical model of fast and low-frequency rhythm synchro-
nization. A near midsagittal view of the cortical mantle is shown as the
outermost white trace whereas the outer boundary of the thalamus, also in
white, is shown near the center of the figure. The RE is also shown within the
thalamus. Spatially specific excitatory neurons, shown in yellow, subserve fast
rhythm synchronization and make monosynaptic connections via the body of
the thalamus. The remaining circuitry subserves low-frequency rhythm syn-
chronization. Spatially widespread excitatory corticothalamic (CT) afferents,
shown as red arrows, project to RE. Thick blue arrows indicate inhibitory
afferents from RE to TC neurons. Spatially widespread excitatory TC neurons,
shown as magenta arrows, project to cerebral cortex and activate fast-spiking
(FS) inhibitory cells, shown in cyan.
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